


The first results of SWIM instrument data processing have demonstrated the very 
good capability of the instrument to provide the spectral properties of the ocean 
waves in the wavelength range between 70 and 500m (Hauser et al., 2020).  The 
accuracy of the data strongly depends on the reliability of the speckle noise correction 
and the modulation transfer function. Speckle noise removal processing has been so 
far a major issue to deal with because all the downstream data processing as spectra 
partitioning or derived wave parameters  is strongly dependent on the quality of its 
correction. In the current presentation, we use data acquired in the speckle mode 
acquisition. Speckle mode is characterized by an onboard averaging of the radar 
echoes in time over one third of the samples compared to the standard mode and an 
onboard averaging over a number of gates which is three times the ones used for 
standard mode (implying radial resolution loss).  In the current presentation, we 
assess data acquired in speckle mode and apply different speckle correction 
methods, including specific to this acquisition mode, in the scope of retrieving relevant 
information which could improve the empirical correction method which is currently 
used. 





Several speckle correction methods have been implemented in the operational 
processing chain. These methods, which are adapted to the nominal acquisition 
mode, are shortly described in the current and the two following slides. The former 
theoretical model method (sp_th) which was applied to the data at the beginning of 
the mission showed weaknesses to represent the speckle around the along-track 
direction. To come over this problem, an empirical model (sp_emp) was established 
from the analysis of the free-wave fluctuation spectra according to azimuthal direction, 
latitude and sea-state (Hauser et al, TGRS2021). This model is the one currently 
used in the operational processing chain. It succeeded in providing rather accurate 
products. However this parametric model which depends on latitude and sea-state 
and which derives from a statistical study based on data acquired on a couple of 
days, doesn’t always succeed in providing a noise model adapted to the sample 
(overestimation or underestimation). 



Here we describe the cross-spectra method (Hauser et l., TGRS 2017, Engen & 
Johnsen, IEEE_TGRS, 1995). We will name it sp_xs_low,  “low” to distinguish it from 
the high cross-spectra method used in speckle acquisition mode (see next slide).



In this presentation, we’ll name this correction method as sp_ws_high for “high rate” 
of repetition, to distinguish it from the lower rate cross-spectra method adapted to the 
normal acquisition mode.  



The second method specific to speckle mode acquisition is the “multi-integration” 
method (see Hauser et al, JGR 1992; Chen et al TGRS 2020)



This slide presents the dates and beam sequences modes during the time interval 
studied, from 26/06 to 01/07/2019 included. The data were reprocessed using the 
different speckle methods correction.



Two particular cases are presented in the next slides. This slide shows the total 
significant wave height from ECMWF during a particular segment of CFOSAT, 
between ~13:30 and 15:00 on day 26 of June 2019. The next slides display the 
spectra acquired in the box (black square on the map) in the Indian Ocean. 



The SWIM 2D spectrum derived from cross-spectrum xs_high (Top left) displays a 
main wave pattern (swell) consistent with the colocated MFWAM 2D spectra (Top 
right).   The along-track noise seems to be removed by cross-spectrum processing 
and is not (or hardly) visible. The average SWIM 1D height spectrum shape is 
consistent with MFWAM 1D height spectrum but  energy is under-estimated by a 
factor ~5.  



The SWIM 2D spectrum derived from cross-spectrum xs_low (Top left) is noisier 
and doesn’t seem to match the colocated MFWAM 2D spectra (Top right). The peak 
of wave signal is not exactly colocated with MFWAM’s. The average SWIM 1D height 
spectrum appears to be noisy as well and energy is low, under-estimated by a factor 
~5 with respect to MFWAM. 
These features seem to show that time interval between two acquisitions used to 
compute cross-spectra is larger than the correlation time of waves. 



The SWIM 2D spectrum derived from the empirical model sp_emp (Top left) 
displays a main pattern (swell) consistent with the colocated MFWAM 2D spectra 
(Top right).   The along-track noise seems to be overestimated at large wavenumber 
in the 330°-345° azimuthal direction sector. The average SWIM 1D height spectrum
shape is consistent with MFWAM 1D height spectrum but  energy is in this case over-
estimated by a factor ~1.5.



This slide shows a the total significant wave height from ECMWF during a particular 
segment of CFOSAT, between ~13:30 and 15:00 on 26 of June 2019. The next slides 
display the spectra acquired in the box (black square on the map) in the Indian 
Ocean. 



The SWIM 2D spectrum derived from cross-spectrum xs_high (Top left) displays 
two nearly perpendicular wave patterns (swell and wind wave) consistent with the 
colocated MFWAM 2D spectra (Top right).   The along-track noise seems to be 
removed by cross-spectrum processing and is not (or hardly) visible. The average 
SWIM 1D height spectrum shape is consistent with MFWAM 1D height spectrum 
but  energy is under-estimated by a factor ~5.  



Like in case (1), the SWIM 2D spectrum derived from cross-spectrum xs_low (Top 
left) doesn’t seem to be consistent with the colocated MFWAM 2D spectra (Top right). 
The average SWIM 1D height spectrum appears to be noisy as well and energy is 
low, under-estimated. 
This confirms our first conclusion that time interval between two acquisitions used to 
compute cross-spectra at this rate (220 ms) is too large to keep wave coherence. 



The SWIM 2D spectrum derived from cross-spectrum xs_emp (Top left) displays two 
nearly perpendicular wave patterns (swell and wind wave) consistent with the 
colocated MFWAM 2D spectra (Top right). The along-track noise has been removed 
but correction seems a little high as we observe inside the 330°-360° azimuthal 
directions. The average SWIM 1D height spectrum shape is consistent with 
MFWAM 1D height spectrum but  energy is over-estimated by a factor ~1.5.  



This slide presents the speckle spectra derived from 4 different speckle methods 
(sp_emp, sp_xs_high, sp_xs_low, sp_multi_int) in different azimuthal directions in the 
Local Orbital Reference (ROL) system; 0° being the direction parallel to the along-
track direction (see legend of figure). 



This slide displays 2D wave slope spectra averaged on a 2 day basis (26-27 june 
2019) from the 4 speckle correction methods introduced earlier and the MFWAM 
averaged spectrum in the center. It appears here that only sp_xs_high and sp_emp
are consistent with MFWAM model. Methods sp_xs_low and sp_multi_int 
displays sectors with additional/abnormal features in some azimuthal sectors.



This slide displays 2D wave slope spectra averaged on a 2 day basis (28-29 june 
2019) from the 4 speckle correction methods introduced earlier and the MFWAM 
averaged spectrum in the center, sequence with 8° beam repeated twice. It appears 
here that sp_xs_high and sp_emp are consistent with MFWAM model. Method 
sp_multi_int displays sectors with additional/abnormal features in some azimuthal 
sectors. In sp_xs_low average spectrum, the abnormal features are fainter than in 
the nominal beam sequence (previous slide), and the spectrum is closer to the model, 
probably because of reduced time gap between two acquisitions in cross-spectra 
computing (repeated beams in a sequence => ΔT < 220 ms in nominal mode) so 
there is a better correlation between two successive acquisitions.



This slide displays 2D wave slope spectra averaged on a 2 day basis (30 june- 1 july 
2019) from the 4 speckle correction methods introduced earlier and the MFWAM 
averaged spectrum in the center, sequence with 10° beam repeated twice. It appears 
here that only sp_xs_high and sp_emp are consistent with MFWAM model. 
Method sp_multi_int displays sectors with additional/abnormal features in some 
azimuthal sectors. In sp_xs_low average spectrum, the abnormal features are fainter 
than in the nominal beam sequence (previous slide), and the spectrum is closer to the 
model, probably because of reduced time gap between two acquisitions in cross-
spectra computing (repeated beams in a sequence => ΔT < 220 ms) so there is a 
better correlation between two successive acquisitions.



The 3 beams display similar resulting averaged spectra with sp_xs_high correction 
method. However Beam 10° gives cleaner spectrum.  



Here we present statistical 2D histogram of significant wave weight calculated from 
SWIM spectrum versus MFWAM. Left : SWIM SWH using sp_xs_high. Right :  
SWIM SWH using sp_emp. 
It appears that in the case of sp_xs_high, SWH is strongly underestimated. A 
normalization issue may be the reason (under investigation).  Dispersion is however 
weaker than in the sp_emp method.



Here we present statistical 2D histogram of dominant wavelength calculated from 
SWIM spectrum versus  first swell of MFWAM. Left : SWIM wavelength using 
sp_xs_high. Right :  SWIM wavelength derived from sp_emp. 
It appears that both methods give similar results. 



Here we present statistical 2D histogram of dominant direction calculated from SWIM 
spectrum versus  first swell of MFWAM. Left : SWIM direction using sp_xs_high. 
Right :  SWIM direction derived from sp_emp. 
It appears that both methods give similar results. 








